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Several properties of the cerebral cortex, including
ts columnar and laminar organization, as well as the
opographic organization of cortical areas, can only be
roperly understood in the context of the intrinsic
wo-dimensional structure of the cortical surface. In
rder to study such cortical properties in humans, it is
ecessary to obtain an accurate and explicit represen-
ation of the cortical surface in individual subjects.
ere we describe a set of automated procedures for
btaining accurate reconstructions of the cortical sur-
ace, which have been applied to data from more than
00 subjects, requiring little or no manual interven-
ion. Automated routines for unfolding and flattening
he cortical surface are described in a companion
aper. These procedures allow for the routine use of
ortical surface-based analysis and visualization meth-
ds in functional brain imaging. r 1999 Academic Press

Key Words: segmentation; cortical surface reconstruc-
ion.

1. INTRODUCTION

The cerebral cortex, which makes up the largest part
f the human brain, has the topology of a 2-D sheet and
highly folded geometry. The human cortex, like that of
ther primates, is divided into a large number of
ifferent areas (Zeki and Shipp, 1988; Felleman and
an Essen, 1991; Kaas and Krubitzer, 1991; Sereno and
llman, 1991). Most of the features that distinguish

hese cortical areas can only be measured relative to
he local orientation of the cortical surface. A partial list
f these includes laminar features (e.g., cortical thick-
ess), as well as retinotopic, tonotopic, and somatotopic
aps. There is no principled way to measure these

uantities in an unlabeled 3-D data set. For this
eason, very few studies of the cortex in nonhuman

1 To whom correspondence and reprint requests should be ad-

jressed. Fax: (617) 726-7422. E-mail: dale@nmr.mgh.harvard.edu.
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rimates have relied exclusively on a 3-D (stereotactic)
ystem; instead, surface-based methods have been rou-
inely applied. Nevertheless, most approaches to analyz-
ng and displaying human brain imaging data have
elied exclusively upon 3-D approaches. For instance,
unctional activations are commonly displayed using
lices of a 3-D volume or volume renderings, and the
ocations of these activations are typically reported in
alairach coordinates.
A major impediment to the routine use of cortical

urface-based approaches in human neuroimaging has
een the difficulty of automating the surface reconstruc-
ion, alignment, painting, and display processes. The
raditional method for reconstructing complex, folded,
-D surfaces from thin sections was to trace contours
rom each section onto thin wax sheets, and then align
nd stack the sheets for viewing. Computer-based
ersions of such techniques have been used to analyze
nd visualize primate electrophysiological data
Schwartz, 1990) and human neuroimaging data (DeYoe
t al., 1996; Van Essen and Drury, 1997). However,
ince such manual tracing methods are quite time-
onsuming, very few studies have made extensive use
f surface-based display of functional activation data.
Here we describe a largely automated set of computa-

ional tools that we have developed in order to facilitate
he routine use of cortical surface-based analysis and
isualization methods in human neuroimaging studies.
hese tools, which are extensions of the methods
escribed by Dale and Sereno (1993), have been rou-
inely used for mapping the detailed topographic orga-
ization of human retinotopic visual areas (Sereno et
l., 1995; Tootell et al., 1996a,b; Tootell et al., 1997,
998a,b; Hadjikhani et al., 1998) primary motor, somato-
ensory, and auditory areas (Talavage et al., 1996;
oore et al., 1997; Talavage et al., 1997a,b; Moore et al.,

998; Talavage, 1998a,b), as well as areas involved in
he processing of visual motion (Tootell et al., 1995a,b;
eppas et al., 1997; Culham et al., 1998), color (Had-
ikhani et al., 1998), perception of faces and objects

1053-8119/99 $30.00
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180 DALE, FISCHL, AND SERENO
Halgren et al., 1998), and processing the meaning of
ords (Halgren et al., 1998). Part of the complexity of

he tools has arisen due to modifications made in the
ourse of many surface reconstructions. The resulting
rocedure is quite robust and has been used to automati-
ally reconstruct well over 100 brains without requir-
ng any parameter modifications.

Although methods for accomplishing several of the
ubtasks involved in the surface reconstruction and
nfolding process have been described by others, such
s bias-field correction (Wells et al., 1994; Meyer et al.,
995; Brechbühler et al., 1996), removal of skull and
xtrameningeal tissues (Atkins and Mackiewich, 1996),
onlinear smoothing of MRI data to preserve edges

Whitaker and Gerig, 1994), gray/white matter segmen-
ation (Gerig and Kikinis, 1990; Gerig et al., 1991;
ullmore et al., 1995; Székely et al., 1995; Atkins and
ackiewich, 1996; Wells et al., 1996; Teo et al., 1997;
agner et al., 1998), cortical surface reconstruction

Davatzikos and Bryan, 1996; MacDonald, 1998), sur-
ace unfolding/flattening (Schwartz and Merker, 1986;
chwartz et al., 1989; Carman et al., 1995; Drury et al.,
996a), and morphing (Drury et al., 1996b; Thompson
t al., 1996; Thompson and Toga, 1996; Davatzikos,
997; Drury et al., 1997; Van Essen and Drury, 1997),
his represents the first complete, automated proce-
ure capable of reliably performing all these functions
ased on standard structural MRI data.
The automaticity is evidenced by the fact that these

echniques have been successfully applied to well over
00 datasets taken with a variety of scanners (e.g., GE,
iemens, Picker) and pulse sequences (e.g., 3D SPGR,
P-RAGE2), without modification of any of the param-

ters. The entire procedure, from intensity normaliza-
ion, through segmentation, tessellation, and inflation,
uns completely automatically in about 1.5 h on current
C architectures, and, for the vast majority of subjects,
equires no manual intervention beyond specifying
nput file names and formats. The inflation process
ypically reveals a small number of topological defects,
ostly located in subcortical regions, which are not
oticeable in the standard views of the folded surface.
hese defects are removed by manual editing of the

abeled volume, typically requiring 30 min of manual
nteraction per subject.

In the following, we describe the various steps in-
olved in the surface reconstruction and deformation
rocess. The entire procedure is designed to be modu-

2 Typical MRI pulse sequence parameters used are: GE 3D SPGR
Fast, IR-Prepped, Flip 5 25°, TE 5 2.1 ms, TI 5 300 ms,
lane 5 Sagittal, FOV 5 25 cm, Thk 5 1.2 mm, Matrix 5 192 3 256,
EX 5 1), Siemens 3D MP-RAGE (Flip 5 10°, TR 5 9.7 ms, TE 5 4
s, TI 5 20 ms, TD 5 0 ms, Plane 5 Sagittal, FOV 5 25 cm,
hk 5 1.0 mm, Matrix 5 256 3 256, NEX 5 1). Two to four repeti-
ions of these sequences are usually acquired sequentially in a given
bession and averaged off-line after motion correction.
ar, with each component being relatively insensitive to
ariations in the rest of the process. This modularity
hould facilitate the modification or replacement of the
ndividual components with improved algorithms.

2. CORTICAL SURFACE RECONSTRUCTION

The reconstruction of the cortical surface is a com-
lex procedure which is broken into a number of
ubtasks. First, intensity variations due to magnetic
eld inhomogeneities are corrected and a normalized

ntensity image is created from a high resolution,
1-weighted, anatomical 3-D MRI dataset. Next, extra-
erebral voxels are removed, using a ‘‘skull-stripping’’
rocedure. The intensity normalized, skull-stripped
mage is then operated on by a segmentation procedure
ased on the geometric structure of the gray–white
nterface. Cutting planes are then computed which
eparate the cerebral hemispheres and disconnect sub-
ortical structures from the cortical component. This
enerates a preliminary segmentation which is parti-
ioned using a connected components algorithm. Any
nterior holes in the components representing white

atter are filled, resulting in a single filled volume for
ach cortical hemisphere. Finally, the resulting volume
s covered with a triangular tessellation and deformed
o produce an accurate and smooth representation of
he gray/white interface as well as the pial surface.
his surface departs from a simple spherical topology
ue to subcortical gray matter as well as various
idbrain structures. These topological ‘‘defects’’ are

emoved through a manual editing procedure that
esults in a surface that is both geometrically accurate
nd topologically spherical. Each of these steps is
xplained in detail below.

.1 Talairach Registration

We use the automated Talairach registration proce-
ure developed and distributed by the Montreal Neuro-
ogical Institute (Talairach and Tournoux, 1988; Collins
t al., 1994) to compute the transformation matrix from
high resolution T1-weighted scan taken using a short
-D acquisition sequence (e.g., GE SPGR, Siemens
P-RAGE). In brief, the procedure computes the trans-

ormation parameters by using gradient descent at
ultiple scales to maximize the correlation between

he individual volume and an average volume com-
osed of a large number of previously aligned brains.
e store this transformation matrix which takes image

oordinates into Talairach coordinates for use in subse-
uent processing stages.

.2 Intensity Normalization

The high resolution T1-weighted images generated

y an MR scanner are typically corrupted by magnetic
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181CORTICAL SURFACE-BASED ANALYSIS I
usceptibility artifacts and RF-field inhomogeneities,
esulting in variations in both intensity and contrast
cross the image. That is, identical tissue types (e.g.,
ortical gray and white matter) will give rise to varying
ntensities as a function of their spatial location. This is
bviously undesirable for any segmentation procedure
hich utilizes intensity information in order to classify
oxel data into different tissue types. Here we describe
fast and relatively simple procedure for correcting

uch image intensity variations (or ‘‘bias fields’’), which
e have found results in accurate surface reconstruc-

ions when applied to data from a variety of scanners
nd MRI protocols.
The procedure relies on the assumption that in any

iven slice parallel to the x–y plane in the magnet
oordinate system (perpendicular to the long axis of the
ore) the highest intensity tissue type of any signifi-
ance will be white matter. This assumption is used to
enter the mean white matter intensity in every x–y
lice at a desired value. The remaining bias field is then
orrected by automatically detecting a set of ‘‘control
oints’’ which are determined to be in white matter. The
ntensity value of these points represents a sampling of
he remaining bias field. A Voronoi partitioning algo-
ithm is then used to compute the bias field at non-
ontrol points, that is, non-control points are assigned
he value of the closest control point. More specifically,
he algorithm proceeds as follows:

1. Construct a set of histograms from overlapping
lices parallel to the x–y plane in the magnet coordinate
ystem. We use 24 10-mm-thick slices, with 50% over-
ap between adjacent slices. The stack of slices are
entered at Talairach coordinates (x 5 0, y 5 210,
5 10), and oriented perpendicular to the long axis of

he magnet bore (z axis in the magnet coordinate
ystem).
2. Smooth the resulting histograms using a fairly

road (s 5 2) Gaussian to eliminate noise-induced peaks
note that the intensity values of the entire volume
ave originally been scaled to fit within the range of
0,255]).

3. Use a peak-finding algorithm to determine the
ean white matter intensity, specified as the rightmost

i.e., highest intensity) peak in the histogram contain-
ng more than 15% of the voxels within an intensity
ange of [30,225]. This serves to exclude background
oxels, as well as those containing CSF or fat. The peak
tself is constrained to be the largest histogram value in

seven bin neighborhood. If no peak meets these
riteria, the slice is not used in subsequent spline
nterpolation calculations.

4. Discard outliers from the array of detected mean
hite matter intensities. This step makes use of the

act that the variation in intensity due to magnetic field

nhomogeneities is smooth across space, and that there- d
ore the variation in detected mean white matter
ntensity should be small in any two adjacent slices.
pecifically, we use the median detected white matter
alue in a set of slices around the Talairach origin as a
tarting point, then add slices for which the gradient of
he intensity change over space with respect to the
earest valid slice is below a prespecified threshold

0.4/mm). This serves to exclude slices containing few
hite matter voxels (e.g., towards the very top of the
ead, or below the temporal lobes) from the bias-field
alculations.
5. Fit a set of cubic splines to the resulting coefficients

f the valid slices.
6. Use the splines to interpolate the coefficients for

ach point along the z axis.
7. Adjust each intensity value by the coefficient at its
coordinate, so that the white matter peak at that

oordinate is normalized to a value of 110.
8. Find all points in the volume that are at the center

f a 5 3 5 3 5 neighborhood of intensity values that all
ie within 10% of the white matter peak. This assures
hat the detected points (‘‘control-points’’) are not par-
ial-volumed, and therefore accurately represent white
atter intensity at those points. Set the bias field

orrection at these values to the ratio of the desired
hite matter intensity to the local average.
9. Build a Voronoi diagram and set all voxels unas-

igned in step 8 to the correction value of the nearest
ontrol point.
10. Perform a few iterations of ‘‘soap-bubble’’ smooth-

ng. That is, replace each non-control point by the
verage of it and it’s 26 neighbors. This serves to
mooth the boundaries between Voronoi regions.
11. Scale the intensity at each voxel in the volume by

he computed correction field.

Steps 8–11 are typically iterated 5–10 times, with the
umber of control points at each step, and hence the
patial extent of the correction field, increasing at each
teration. We have found this procedure to be quite
obust due to the minimal assumptions on which it
elies (i.e., no parametric form) as well as the built-in
ross-validation in step (4). Any minor intensity varia-
ions not removed by this procedure, have minimal effect
n the rest of the procedure, due to the adaptive nature
f the segmentation process described in section 2.4.

.3 Skull-Stripping

The next step in the reconstruction process is the
utomated stripping of the skull from the intensity-
ormalized image. This procedure involves deforming a
essellated ellipsoidal template into the shape of the
nner surface of the skull. The deformation process is
riven by two kinds of ‘‘forces’’: (1) an MRI-based force,

esigned to drive the template outward from the brain,
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182 DALE, FISCHL, AND SERENO
nd (2) a curvature reducing force, enforcing a smooth-
ess constraint on the deformed template. This latter
orce can be seen as encoding a priori knowledge about
he smoothness of the inner surface of the skull. The
urrent approach is similar to the ‘‘shrink-wrapping’’
ethod for refining the cortical surface estimates,

escribed by Dale and Sereno (1993), which is closely
elated to the active contour methods described (Kaas
t al., 1988; Terzopoulos and Fleischer, 1988), and
ubsequently used in medical imaging applications
MacDonald et al., 1994; Collins et al., 1996; Davatzikos
nd Bryan, 1996; Davatzikos, 1997; MacDonald, 1998)—
ee also Sections 2.4 and 2.7. However, in order to
mprove the robustness of the algorithm, the MRI-
ased force used here is calculated based on nonlocal
nformation, obtained by sampling the MRI data along
he surface normal from each vertex of the template
essellation. The force acting on each vertex is then
esigned to drive the surface to regions consistent with
SF (i.e., with low MRI values), repelling the surface
utwards from contiguous regions consistent with brain
i.e., with higher MRI intensities). More precisely, the
rocedure proceeds as follows:
We first center the template, based on a supertessel-

ated unit icosahedron with 2562 vertices and 5120
riangles, at Talairach coordinates (x 5 0, y 5 210,
5 10), and scale its x, y, and z dimensions by
.35*(maxx-minx), 0.45*(maxx-minx), 0.35*(maxx-minx),
espectively, where minx and maxx are the minimum
nd maximum x coordinates of MRI voxels exceeding a
hreshold of 40. We base our initial estimates of the size
f the brain on the x range as it is the least variable of
he three cardinal axes, while the y and z extent of the
RI data has considerable variability due to the neck

nd the nose.
Once the initial template has been positioned, we

radually deform it through a series of iterative steps.
n each iteration t, we update the coordinate xk of each
ertex according the ‘‘forces’’ mentioned above, i.e.,

xk(t 1 1) 5 xk(t ) 1 FS (t ) 1 FM (t ), (1)

here the smoothness force FS is given by

S5 lT o
j[Nk

(I 2 nkn8k ) · (xj 2 xk) 1 lN 1 o
j[Nk

(nkn8k)

· (xj 2 xk) 2
1

Vo
i

V

o
j[Ni

(nin8i ) · (xj 2 xi )2,
(2)

nd the MRI-based force FM is given by

FM 5 lMnkp
30

max (0, tanh (I (xk 2 dnk ) 2 Ithresh)), (3)

d51 t
here lT and lN specify the strengths of the tangential
nd normal components of the smoothness force, lM

pecifies the strength of the MRI-based force, I is the
-by-3 identity matrix, Nk denotes the set of vertices
eighboring the kth vertex, V is the number of vertices

n the template tessellation, I(x) is the MRI value at
ocation x, while nk and n8k denote the surface normal at
ocation k and its transpose, respectively. Note that we
ave omitted the functional dependence on the itera-
ion number t in Eqs. (2) and (3), to avoid notational
lutter. For MRI intensity values normalized as dis-
ussed in Section 2.2, we use the following parameter
alues: lT 5 0.5, lN 5 0.1, lM 5 1.0, and Ithresh 5 40.
The evolution of the template is shown in Fig. 1, with

he leftmost image depicting the initial position of the
llipsoidal template and the rightmost image showing
he surface after 50 iterations. The MRI-based force
as turned off (by setting lM 5 0) during the last 10

terations to smooth the final surface.
The deformed template is then used to strip the skull

rom the 3D MRI volume, by removing all voxels
utside the tessellated surface (Fig. 2). The entire
rocedure requires about 30 s of computation time on a
tandard PC architecture.

.4 White Matter Labeling

A common approach to MRI segmentation is the use
f global gray-scale-based thresholds or classes to label
ifferent tissue types (Teo et al., 1997; Wagner et al.,
998). Such methods are intrinsically sensitive to varia-
ions in image intensity or contrast due to partial
oluming, magnetic susceptibility artifacts, or RF-field
nhomogeneities. Some of these difficulties can be over-
ome by modeling the inhomogeneities in the spatial
istribution of tissue class intensities as a slowly
arying bias field and solving for it concurrently with
he tissue classification (Wells et al., 1994). This helps
inimize the effect of RF-field inhomogeneities, but

oes not address the problems of partial voluming and
agnetic susceptibility artifacts which cannot be mod-

led as low frequency distortions. In addition, these
rocedures do not use any prior information regarding
he proper local geometric structure of the cortex and
ay therefore generate surfaces with many topological

efects that can prevent successful inflation and flatten-
ng of the cortical surface. The current approach over-
omes many of these problems by exploiting the lami-
ar structure of the cortical gray matter. Specifically,
e know that the cortical surface is smooth, with finite

urvature everywhere, resulting in a locally planar
tructure where cortical gray matter borders other
issue types such as white matter or CSF. The segmen-
ation procedure employs this information by detecting
he plane-of-least-variance and using intensity informa-

ion in this plane as a basis for classifying regions in
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FIG. 1. Snapshots of template deformation process.
FIG. 4. Cutting planes overlaid on sections through white matter
FIG. 7. Intersection of the tessellated white matter surface with t
FIG. 8. Intersection of the tessellated pial surface with the skull-s
-labeled volume.
he skull-stripped MRI volume.
tripped MRI volume.
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184 DALE, FISCHL, AND SERENO
hich intensity information alone is insufficient for
ccurate tissue classification.
Another approach to cortical surface reconstruction

s to deform a template using elastic transformations
ased on MRI intensity information to force it to
onform to the shape of the cortex (Davatzikos and
ryan, 1996; MacDonald, 1998). One advantage of this
pproach, as noted in Dale and Sereno (1993), is that
he topology of the resulting surface is known to be
dentical to that of the template, i.e., spherical. This
acilitates unfolding and flattening of the resulting
urface and can reduce or eliminate the need for
anual intervention. However, the topological correct-
ess of the surface is no guarantee of geometric accu-
acy. In fact, such methods often fail to accurately
epresent deep sulci, as noted by Manceaux-Demiau et
l. (1998), requiring additional measures to force the
urface into the depths of cerebral sulci (Davatzikos
nd Bryan, 1996). This problem is overcome to some
xtent by using the white matter, rather than the gray
atter, as the target of the deformation process (Mac-
onald, 1998)—see also Dale and Sereno (1993). It

hould also be noted that segmentation errors, such as
single-voxel ‘‘bridge’’ across a sulcus, which would

esult in topological errors in the tissue classification
rocess, may instead result in large geometrical errors
n the surface generated by a deformation procedure
hich enforces a given topology. In the surface recon-

truction process described here, such classification
rrors result in topological defects in the reconstructed
urface, which can be readily detected by surface
nflation and removed through manual intervention.

Recently, many techniques have been proposed in the

FIG. 2. Intensity normalized (l
omputer vision literature to perform oriented filtering
f noisy data as a preprocessing step to facilitate
egmentation (Perona and Malik, 1987; Nördstrom,
990; Perona and Malik, 1990; Saint-Marc et al., 1991;
lvarez et al., 1992; Catté et al., 1992; Nitzberg and

Shiota, 1992; Whitaker and Gerig, 1994; Fischl and
Schwartz, 1997; Weickert, 1997; Fischl and Schwartz,
1998). Many of these are based on the work of Perona
and Malik (1987, 1990), who used a nonlinear aniso-
tropic version of the diffusion equation to smooth
images within regions, but not between regions. This
type of approach can also be formulated as a nonlinear
filtering operation, in which the filter shape is gradu-
ally constructed, through the numerical integration of
the nonlinear diffusion equation, to conform to local
image structure (Fischl and Schwartz, 1997; Fischl and
Schwartz, 1998). In uniform regions, away from bound-
aries, the diffusion equation becomes approximately
linear, and the filter kernels become Gaussian. Near
edges, the kernels take on the orientation and shape of
the border in an effort to avoid averaging data from two
different objects or classes. This approach has been
made explicit by Nitzberg and Shiota (1992), who
construct a nonlinear filter with a shape, orientation,
and offset directly based on local image derivatives.
Our approach has a similar spirit. However, in the case
of gray/white segmentation we know the shape of the
desired filter a priori. Within a given tissue class, the
shape is unimportant as all directions are functionally
equivalent. However, on the borders between classes,
the shape should always be planar due to the laminar
structure of the cortex. Thus, we directly enforce this
shape and formulate an adaptive procedure to compute
the correct orientation. This approach has some notable

and skull-stripped images (right).
advantages within this problem domain: (1) it pre-
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185CORTICAL SURFACE-BASED ANALYSIS I
erves single voxel thick structures, which prevents
hin white matter strands from being blurred with
urrounding gray matter or CSF; (2) it avoids the
ime-consuming iterative process inherent in most
mplementations of diffusion filtering; and (3) it inte-
rates filtering and model-based knowledge as part of
he labeling process, which results in a robust segmen-
ation procedure.

The segmentation process is a two-step procedure.
irst, a preliminary classification is performed based
olely on intensity information. Next, this volume is
xamined and regions which contain more than one
issue type are marked for further processing. The
lanar orientation which minimizes within-plane inten-
ity variance is then computed for each of these ‘‘bor-
er’’ voxels. Finally, if the in-plane intensities indicate
mislabeling and the intensity of the voxel itself is

orderline, the segmentation decision is reversed, and
he label of the voxel is changed to reflect its assign-
ent to a new tissue class. With this overview in mind,
e now proceed to a more detailed accounting of the full

egmentation procedure.
First, three intensity-based constants WM_LOW (90),
M_HIGH (140), and GRAY_HIGH (100) are defined.

hese specify the lowest possible intensity for white
atter, the highest possible intensity for white matter,

nd the highest possible intensity for gray matter,
espectively. Overlap in the intensity distribution of
hite and gray matter is accounted for by allowing
RAY_HIGH to be greater than WM_LOW. This de-
nes a range of ambiguous intensities which are in and
f themselves insufficient for classification of white
atter versus non-white matter.
Next, a preliminary segmentation is performed based

olely on the WM_LOW and WM_HIGH constants. In
his step every voxel in the range [WM_LOW,

M_HIGH] is tentatively labeled as white matter,
hile all other voxels are labeled as non-white. Denot-

ng the output of the skull-stripping as Io(x), we have

I1(x)5 5
1,I0(x) [[WM_LOW,WM_HIGH]

0,otherwise
. (4)

his volume is then analyzed to locate voxels whose
abels are inconsistent with that of their neighborhood.
pecifically, voxels that lie in a 3 3 3 3 3 neighborhood
hich contains a significant number of voxels with

abels that differ from that of the central voxel are
arked for further processing. The threshold for fur-

her examination is a fairly liberal one, usually in the
ange of 0.2. That is, if more than 20% of a voxel’s
earest neighbors have a different label than the voxel

n question, it is marked as ambiguous. Note that the
ulk of these voxels lie on the border between two

egions. Formally, the set of ambiguous voxels A is t
given by

A 5 5x 0
#5x8 [ N (x) 0 (I1(x8) ÞI1(x))6

#N (x)
. 0.26, (5)

here N(x) specifies the (26) nearest neighbors of the
oxel at location x. This preliminary sorting into am-
iguous and unambiguous voxels is done to reduce the
eed for the more computationally intensive geometry-
ased calculations described below.
At this point in the segmentation we use local

eometric information to guide the remaining classifica-
ion. Specifically, we identify the maximally planar
rientation of local intensity values and use the values
nd preliminary labels in the plane of this orientation
ontaining the central voxel to guide the classification
rocedure. If the local intensities have no obvious
lanar structure, then the location is typically not near
he gray–white border, and all orientations are function-
lly equivalent for the purposes of segmentation.
For each location in A, we determine the plane-of-

east-variance by calculating the intensity variance
ithin slabs of voxels with different orientations, distrib-
ted uniformly over the unit hemisphere. More pre-
isely, for each orientation, n, specified by a vertex
oordinate of a supertessellated icosahedron, the set of
oxels Pn(x) within the slab is given by

Pn (x)5 5x8 [N2(x) 0abs ((x8 2 x) · n) # p/26, (6)

where p denotes the thickness of the slab (1 voxel), and
N2(x) denotes the set of voxels within a 5 3 5 3 5

eighborhood. The in-plane mean (µn) and variance
sn

2 ) within the slab orthogonal to the candidate direc-
ion are given by

n 5
1

#Pn (x) o
x8[Pn(x)

I (x8),

sn
2 5

1

#Pn (x) o
x8[Pn(x)

(I (x8) 2 µn )2.

(7)

e can then determine the orientation which mini-
izes the within-slab variance, i.e.,

n 5 min
n8

sn8
2 . (8)

Next, we perform an order statistic filtering (similar
o a median filter, but with hysteresis) within this
‘slab-of-least-variance.’’ In this process the preliminary
lassification of ambiguous voxels is reversed if more

han 60% of the within-slab voxels are labeled as a
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186 DALE, FISCHL, AND SERENO
ifferent class than the voxel in question. That is, we form
wo more sets of ambiguous voxels, B and C given by

B 5 5x 0I0(x)[[WM_LOW,GRAY_HIGH]6,

C 5 5x 0
#5x8 [Pn (x) 0I1(x8) ÞI1(x)6

#Pn (x)
.0.66,

(9)

here the threshold of 0.6 provides a hysteresis effect—
.e., the classification of the central voxel is changed
nly if indicated by at least 60% of the voxels within the
lab-of-least-variance.
Finally, we form the completed labeling by reversing

he preliminary classification decision for voxels which
re members of all three of the ambiguous sets:

Ifinal(x) 5 5I1(x),x [ A> B > C

I1(x),otherwise,
(10)

here I1(x) indicates logical negation of the binary
lassification I1(x) of a given voxel x.
Thus, the final labeling is identical to the prelimi-

ary intensity-based one except in cases where a voxel
nd its neighborhood meet three criteria: (1) the voxel’s
ntensity is ambiguous, (2) some of its nearest neigh-
ors have labels which differ from the voxel in question
i.e., their intensity indicates a different tissue class),
nd (3) a significant number of voxels in the plane of
east intensity variance also have differing labels. The
esult of this white matter labeling procedure is illus-
rated in Fig. 3.

.5 Cutting Planes

Once the MR image has been segmented, we wish to

FIG. 3. Skull-stripped (left) and
enerate representations of each cortical hemisphere. p
or this purpose, we automatically establish two cut-
ing planes3 which prevent connectivity across them.
he first is a sagittal cut along the corpus callosum
hich serves to separate the two hemispheres, while

he second is horizontal through the pons, removing
ubcortical structures, allowing us to generate two
opologically closed surfaces. Both cutting planes are
stablished using an initial seed point specified by the
alairach coordinate of the relevant structures. Next,
he in-plane connected components are computed (hori-
ontal for the pons, and sagittal for the corpus callo-
um) in a region around each seed point, and the slice
hich contains the minimal cross-sectional area is

dentified as the location for the desired cutting plane.
inally, the bounding box of the connected component

n this slice is used to specify the coordinates of the
ntire cutting plane, with the sagittal cutting plane
xtended to the bottom of the slice. The locations of the
esulting cutting planes are shown in Fig. 4.

.6 Connected Components

After the segmentation is complete, we wish to
enerate a single connected mass representing the
hite matter structure of each hemisphere. This is
ccomplished using a connected components procedure.
riefly, starting with seed points in the white matter of
ach hemisphere, we partition the segmented data into
ix-connected components, discarding all components
ith no connectivity to the seed points. Next, we
artition the complement of the set into connected
omponents, representing all regions classified as non-
hite. Isolated components of this partitioning repre-

ent regions interior to the white matter components

3 ‘‘Cutting plane’’ is actually a misnomer, as the regions which

hite matter-labeled images (right).
revent connectivity are rectangular solids.
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187CORTICAL SURFACE-BASED ANALYSIS I
re then filled. After each phase of the connected
omponents procedure, an iterative 3 3 3 3 3 order
tatistic filter is applied, filling (or unfilling) a voxel if
t least 66% of its neighboring voxels are filled (or
nfilled). This is done to eliminate invaginations or
rotuberances with a 1-D structure. The procedure
esults in two solid masses of connected voxels, each
epresenting a single cortical hemisphere (Fig. 5).

.7 Surface Tessellation, Refinement, and Deformation

Once the two white matter volumes have been gener-
ted, a surface tessellation is constructed for each
emisphere. This is done by using two triangles to
epresent each (square) face separating voxels classi-
ed as a white matter of a given hemisphere from
ifferently classified voxels. Note that since the result-
ng tessellations faithfully represent the boundary of
he mass of connected voxels for each hemisphere, they
ust also have the same topology as the surface of the

orresponding volume.
However, since the voxel faces are necessarily orthogo-

al to one of the cardinal axes, the resulting tessella-
ion tend to be jagged at the single-voxel scale. To
lleviate this effect, we smooth the initial tessellation
sing a deformable surface algorithm guided by local
RI intensity values (Dale and Sereno, 1993), result-

ng in two smoothly tessellated cortical hemispheres.
ince the connectivity is explicitly maintained, and self-

ntersection is prevented (see below), the topology of the
urface cannot change during this deformation process.

Deformable templates and related algorithms have
een widely used in the computer vision and medical
maging community (Terzopoulos and Fleischer, 1988;
ethian, 1990; Yuille, 1991; Christensen et al., 1996;
avatzikos and Bryan, 1996; McInerney and Terzopou-

os, 1996; Sethian, 1996; Davatzikos, 1997; MacDonald,
998). Many of the difficulties in employing these
rocedures arise due to factors such as lack of smooth-
oxels are labeled dark and light, respectively.
ess in the target object, variable or unknown topology,
nd sensitivity to appropriate initialization. Fortunately,
any of these factors are not issues in our problem

omain. The topology of the structures we intend to recon-
truct is fixed and simple. Furthermore, the initial
essellation of the gray/white surface is quite close to
he desired configuration, and thus local minima are not
n issue. Finally, the structures we reconstruct are all
mooth on the scale of the tessellation, which obviates
he need to incorporate techniques for dealing with
‘shocks’’ or nondifferentiable locations in the surface.

The surface repositioning we employ is similar in
pirit to a number of current techniques for reconstruct-
ng a cortical surface by ‘‘shrink-wrapping’’ a predefined
hape driven by the intensity values of a T1-weighted
RI volume (Davatzikos and Bryan, 1996; MacDonald,

998). Specifically, the surface repositioning is accom-
lished by constructing an energy functional based on
he tessellated white-matter surface, the minimization
f which results in a final surface that is both smoother
han the initial tessellation and more accurate. The
rst two terms in the energy functional give the surface
spring-like property that acts to smooth the surface

nd regularize the tessellation. The spring-property is
ecomposed into terms normal and tangential to the
urface, allowing the smoothing and regularization pro-
erties to be weighted unequally. These terms are given by:

Jn 5
1

2V1oi51

V

o
j[N1(i)

(n(i) · (xi 2 xj))22, (5)

t 5
1

2V 1o
i51

V

o
j[N1(i)

(e0(i )

· (xi 2 xj ))2 1 (e1(i ) · (xi2 xj ))22,
(6)

here N (i) denotes the set of nearest neighbors of the ith

1

FIG. 5. Result of calculating connected components (right) for white matter-labeled volume (left). Connected right and left hemisphere
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188 DALE, FISCHL, AND SERENO
ertex, V is the total number of vertices in the tessella-
ion, n(i) is the unit normal vector to the surface at the
th vertex, 5e0(i), e1(i)6 is an orthonormal basis for the
angent plane at the ith vertex, and xk refers to the
x,y,z) position of the kth vertex in the tessellation. The
t term acts to redistribute vertices to regions where
hey are needed (i.e., where there is local expansion).
his serves to encourage a uniform spacing of vertices
ithout requiring a tessellation with a prohibitively

arge number of elements. The Jn term imposes a
moothness constraint on the surface, as each node is
enalized for being too far in the direction normal to the
urface from its neighbors. This has an effect similar to
urvature terms frequently employed in deformable
urfaces, in that it prevents the surface from becoming
oo jagged. Note that if these two terms are given equal
eighting, they become identical to the ‘‘spring’’ term
sed in the surface inflation detailed in (Dale and
ereno, 1993; Fischl et al., 1998).
The third term in the energy functional is an inten-

ity-based one. Denoting the volume intensity at posi-
ion xi by I(xi), the intensity (or data term) of the
nergy functional is given by:

JI 5
1

2V o
i51

V

(T (i ) 2 I (xi ))2, (7)

here T(i) is the target intensity value for the ith vertex
n the surface tessellation. The value of this term is
omputed differently in order to construct the gray/
hite interface as opposed to the pial surface. For
nding the gray/white boundary, we use the previously

abeled volume to estimate the mean white matter
alue of border voxels in a 5-mm neighborhood of each
ertex, which then serves as the target intensity value.
or the pial surface deformation, we have no local

nformation regarding the intensity value of the gray
atter/CSF border, as neither voxels containing gray
atter nor CSF are explicitly labeled. However, the

ontrast between CSF and gray matter is sufficiently
arge that using a predefined global target is a simple
nd viable alternative to a local estimation of the target
alues. For both procedures, the value of I(xi) is
omputed on a subvoxel basis using trilinear interpola-
ion. The surface deformation is then accomplished by
inimizing an energy functional which is a weighted

um of these three terms:

J 5 Jt 1 lnJn 1 lIJI, (8)

here the coefficients ln and lI specify the relative
trength of the smoothness and regularization con-
traints vis-à-vis the intensity term. The gradient of
his functional specifies the direction of movement for

he tessellation. That is, the direction of movement of m
he kth vertex is given by the negative of the directional
erivative with respect to xk and is given by:

­J

­xk
5 lI (T (k) 2 I (xk ))=I (xk )

1 o
j[N1(k)

(ln (n(k) · xj ) 1 e0(k) · xj 1 c1(k) · xj ),
(9)

here the volume gradient =I(xk) is computed using a
aussian blurred (s 5 1) version of the MRI volume.
or MRI intensity values normalized as discussed in
ection 2.2, we weight the components of the gradient
n 5 0.25 and lI 5 0.075.
The use of the deformable surface procedure necessi-

ates the implementation of an algorithm to prevent
elf-intersections from occurring in the surface. A
traightforward implementation of such an algorithm
ould have computational complexity F2, where F is

he number of faces (i.e., triangles) in the tessellation. A
ingle time-step using such an exhaustive approach
ould require hours on a reasonable sized tessellation,

endering the procedure enormously computationally
ntensive. Instead, we dramatically reduce the number
f triangles to be tested by maintaining a coarsely
iscretized (4-mm voxels) spatial lookup table (LUT).
ach point in this volume contains a list of faces which

ntersect it. As the surface is deformed, the gradient of
he energy functional is computed as detailed above,
nd each vertex is tentatively moved a short distance
long the negative of the gradient direction. Next, the
aces attached to the vertex are examined for self-
ntersection. This is accomplished by constructing a list
f discretized voxels that each face intersects, then
imiting the triangle intersection computation to those
riangles which also intersect that discretized voxel,
sing the highly optimized triangle–triangle intersec-
ion algorithm described by Möller (1997). If self-
ntersection is detected, the movement delta is cropped
o a point where the self-intersection no longer takes
lace. A surface rendering of the result of these proce-
ures is given in Fig. 6.
Figure 7 shows coronal, sagittal, and horizontal

lices (from left to right) with the smoothed recon-
tructed white matter surface overlaid in as a lighter
ellow line. Note the accuracy with which the esti-
ated surface follows all the folds in the cortical

urface. Figure 8 contains an analogous set of images
isplaying the intersection of the pial surface with the
ame slices. Some care must be taken in evaluating
urfaces based on their projection onto a two-dimen-
ional slice, as regions in which the surface appears to
anish may simply be offset from the surface by a

illimeter or less in the through-plane direction.
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189CORTICAL SURFACE-BASED ANALYSIS I
3. VALIDATION OF SURFACE RECONSTRUCTION
ACCURACY

In order to be useful in a variety of contexts (e.g., for
omputation, visualization, etc.), cortical surface recon-
tructions must faithfully represent both the topology
nd the geometry of the true cortical surface. Enforcing
he correct topology without respect for the cortical
eometry may result in a surface that does not follow
hat of the actual cortex. Conversely, a surface that
epresents many of the cortical folds but does not
reserve the spherical topology4 of the cortex cannot be
ccurately inflated nor unfolded.

.1 Validation of Surface Topology

The reconstructed cortical surface is internally repre-
ented as a polygonal mesh. The topology of such a
olygonal tessellation can be easily determined by
omputing the Euler number of the surface. The num-
er of holes, g, in the manifold is related to the Euler
umber by Euler–Lhulier’s formula: v 2 e 1 f 5 2 2 2g,
here v, e, and f are the number of vertices, edges, and

aces, respectively (Pont, 1974; Preparata and Shamos,
985). A topologically perfect reconstruction should
esult in a surface with no holes ( g 5 0), and thus with
uler number 2. However, the Euler number itself
rovides no information as to the scale of the defect and
s thus of somewhat limited use. For our purposes,
mall-scale topological defects are not a concern, as
hey have no effect on the usability of the surface
econstruction. However, larger-scale defects, which
ither connect or detach vertices across substantial
istances, prevent the surface from being accurately
attened or inflated. These types of defects occur
ccasionally in the surface reconstruction and are
emoved through a manual editing process that makes
se of the surface inflation to highlight the presence
nd location of the defects. This is graphically illus-
rated in Fig. 9, which displays lateral and medial
iews of an inflated surface before (left) and after

4 The actual topology of the cortex is that of a disk. However, we
‘cap’’ the midbrain in order to generate a closed surface with

FIG. 6. Original (left), gray/white boundary (middle),
pherical topology.
(right) editing. This particular surface has no cortical
defects prior to editing, although some defects are
apparent in the surface due to subcortical gray matter,
such as the basal ganglia (1), or due to subcortical white
matter tracts (2). The basic topological correctness of
the final surfaces is attested to by the fact that we are
able to successfully flatten and inflate them, as detailed
in the companion to this paper (Fischl et al., 1998).

3.2 Validation of Surface Geometry

Validating the geometry of the surface reconstruction
is more difficult than validating the topology, since the
geometry is variable across individuals, and is not
known a priori. Qualitative validation can be accom-
plished in a number of ways. Visual validation can be
achieved by inspecting the intersection of the recon-
structed surface with the underlying MRI intensity
data, as depicted in Figs. 7 and 8. Note the accuracy
with which the surface follows the gray/white interface
into the deep sulci. A further indication of the robust-
ness and accuracy of the surface reconstruction process
is illustrated in Fig. 10, showing coronal views of the
intersection of the pial surface of the left hemispheres
of 24 subjects, using data from different scanners and
protocols. Each of the brains was reconstructed using
the same parameter settings.

A more quantitative means for validating the accu-
racy of the surface reconstruction is by examining the
test–retest reliability of the procedure. That is, will
different scans of the same subject result in similar
reconstructions? Figure 11 shows estimates of the
gray/white matter surface reconstructed from different
scans during the same session (center vs right) and
from different sessions (left vs center/right). The corre-
lation between the segmented white matter volumes is
greater than 96%.

Another means of qualitatively validating the geom-
etry of the surface reconstruction is through the use of
functional data. A great deal is known about the
location and response-properties of a variety of modality-
specific cortical sensory areas in humans. These areas
occur in stereotyped locations relative to major sulci

pial surface (right) reconstructions of a left hemisphere.
and gyri, although some intersubject variability re-
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190 DALE, FISCHL, AND SERENO
ains. Robust functional activation in these geometri-
ally defined regions on the surface reconstruction
herefore provides a qualitative validation of the accu-
acy of the surface geometry. If there were large
eometric inaccuracies in the surface reconstructions,
ctivation would either be assigned to an incorrect
ocation or no statistically significant activation would
e detected. The surface reconstruction procedure we
ave detailed in this paper has been used to analyze
ata from many cortical areas, attesting to the geomet-
ic accuracy of the surfaces obtained from data taken
rom many subjects and a variety of scanners. These
reas include primary visual cortex (Sereno et al., 1995;
ootell et al., 1998a), which localizes to the calcarine
ulcus, primary motor, and somatosensory cortices on
he anterior and posterior banks of the central sulcus,
espectively (Moore et al., 1997; Moore et al., 1998), and
rimary auditory cortex in Heschl’s gyrus, a secondary
old within the sylvian fissure (Talavage et al., 1996,
997a,b; Talavage 1998a,b). The retinotopic mapping is
emonstrated in Fig. 12, which displays the visual
eld-sign maps (Sereno et al., 1995) of 4 subjects. These
aps indicate the borders of the early human retino-

FIG. 9. Lateral (top) and medial (bottom) views of an i
opic areas which are known to be localized around the t
alcarine sulcus. The robustness and reliability of these
aps across subjects, despite large differences in indi-

idual folding patterns, provides evidence of the accu-
acy with which the reconstructed surface follows the
rue cortical surface.

4. FUTURE WORK

There are a number of unresolved issues that we plan
o address in the surface reconstruction procedure. The
rst modification we are experimenting with is employ-

ng curvature information along the normal direction n
s defined by Eq. (8). This allows us to modify the
ntensity threshold used in the labeling procedure,
ased on the prior knowledge that cortical white matter
oes not border any higher intensity tissue classes in
1-weighted MR images. In this way, voxels which are
igher intensity than voxels in the directions parallel
nd antiparallel to n will be more likely to be classified
s white matter, and those with lower intensity are
ore likely to be classified as nonwhite. This technique
ill prove particularly useful for white matter voxels

ontained in thin temporal lobe strands that border the

ted surface before (left) and after (right) manual editing.
nfla
ip of the lateral ventricle. Due to the low intensity
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FIG. 10. Intersection of pial surface with the skull-stripped MRI volume in 24 subjects.
FIG. 11. Test–retest reliability of the surface reconstruction from MRI scans taken on different runs in the same session (center vs right)

nd different sessions on different days (left vs center/right).
FIG. 12. Visual field-sign maps of 4 subjects painted onto flattened representations of the occipital pole, which have been cut down the
undus of the calcarine sulcus at the right of each map.
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192 DALE, FISCHL, AND SERENO
alues of CSF in T1-weighted MR images, partial
olume effects frequently reduce the intensity of voxels
n these regions, which mainly contain white-matter, to
low enough value that they are misclassified. The use

f normal curvature information has succeeded in
lassifying these voxels correctly, although further work
s required before the technique can be put into wide-
pread use.
In addition, we intend to make use of the surface

eformation procedure outlined in section 2.7 in order
o ‘‘shrink-wrap’’ a shape of known topology onto the
egmented filled volume, allowing us to enforce the
roper topology on the surface. This type of approach
as been employed with some success elsewhere (Dav-
tzikos and Bryan, 1996; MacDonald, 1998), using the
RI intensity volume itself to guide the surface defor-
ation. In contrast, we intend to use the labeled

olume, which has been demonstrated to be geometri-
ally correct, as the target of the deformation, thus
implifying the process considerably. This should allow
sable surfaces to be generated with no manual inter-
ention, although such intervention will still be useful
n order to correct minor geometric inaccuracies in the
urface.
Finally, it has not escaped our attention that having

xplicit representations of both the gray/white and the
ial surfaces allows us to compute a variety of morpho-
etric properties of the cortex, such as gray matter

olume, thickness, degree of folding, etc. When such
easures are combined with automated procedures for
orphing individual subjects into a standardized space,

r surface-based coordinate system (Drury et al., 1996;
ereno et al., 1996; Thompson et al., 1996; Thompson
nd Toga, 1996; Davatzikos, 1997; Fischl et al., 1998), it
ecomes possible to create statistical maps of morpho-
etric differences between individuals and/or groups.
he largely automated nature of the methods described
ere facilitates the routine use of such analysis tech-
iques in a wide range of applications, including the
tudy of psychiatric and neurodegenerative diseases.

5. CONCLUSION

In this paper, we have presented a set of procedures
hich automatically reconstruct the gray/white and
ial surface of the cerebral cortex from a high resolu-
ion T1-weighted MRI dataset. Such surface reconstruc-
ions are essential for the analysis of features of the
ortical surface, including structural properties such as
ortical thickness, as well as functional characteristics
uch as topographic structure (e.g., tonotopy, retino-
opy, somatotopy). The reconstruction is a complex task
hat requires the solution of a number of subtasks such
s intensity normalization, skull-stripping, filtering,
egmentation, and surface deformation. The tools de-

cribed here constitute a largely automated process, D
hich has been used to reconstruct more than 100
rains. Together with the surface transformation meth-
ds described in the companion paper (Fischl et al.,
998), these tools provide a means for routinely carry-
ng out cortical surface-based analysis of structural and
unctional data.
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